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• Heads up: Quiz #1

• due on Thursday 02/29 by 11:59pm

• extended deadline by a day


• Notebook #3: Cross Validation

• due Thursday 02/29 by 11:59pm

• to submit, download the ipynb file from Colab

Announcements
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https://github.com/alimoorreza/CS167-SP24-Notebook-3


• Make sure you change the path to match your Google Drive.

• Load the vehicle.csv file from your Google Drive

Before we get started, let's load in our datasets:
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• Regression metrics
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How do we know if our model is a 'good' model?

• We want to know how good our models are at making predictions... how 
can we test it? Examples:


• what k-value should we use in kNN algorithm?


• what is the effect on accuracy if I normalize the data?


• should I use a weighted kNN algorithm or a normal kNN?
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Cross-Validation Code

• A good rule of thumb is that we like to train our model with 80% of the 
given data examples (training set), and test it on 20% of the given data 
examples (testing set)


• Splitting datasets into training and testing sets with a Pandas DataFrame:
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Cross-Validation Metrics

• When doing cross-validation, how do we tell how well our model performed?


• How can we measure it?

• depends on the task and what we want to know

• What's the difference between classification and regression?

• The output variable in classification is categorical (or discrete) 

• The output variable in regression is numerical (or continuous)
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Classification metrics

• Accuracy: The fraction of test examples your model predicted correctly

• Example: 17 out of 20 = 0.85 accuracy

• Issues with accuracy: suppose that a blood test for cancer has 99% 
accuracy


◦ can we safely assume this is a really good test?

▪ If the dataset is unbalanced, accuracy is not a reliable metric for the real 
performance of a classifier because it will yield misleading results


▪ Example: Most people don’t have cancer


◦ Beware of what your metrics don't tell you
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Classification metrics

• Accuracy: The fraction of test examples your model predicted correctly

• Example: 17 out of 20 = 0.85 accuracy

• Issues with accuracy: What about false negatives and false 
positives?


◦ false positives: a test result which incorrectly indicates that a particular 
condition or attribute is present


◦ false negative: a test result which incorrectly indicates that a particular 
condition or attribute is absent



CS 167: Machine Learning

Classification metrics: Confusion Matrix

• Confusion matrix: A specific table layout that allows the visualization of 
the performance of an algorithm. 


• Each row represents instances in an actual class 


• While each column represents the instances in a predicted class

• It makes it easy to see where your model is confusing the predicted 

and actual results. For a binary classification problem:
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Classification metrics: Confusion Matrix

• Confusion matrix: 

• Each row represents instances in an actual class 


• While each column represents the instances in a predicted class


• To build the confusion matrix let’s map the actual classifications and 
predicted classifications using the following flat table:
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Exercise: Confusion Matrix

• Confusion matrix: A specific table layout that allows the visualization of 
the performance of an algorithm 


• Given the following confusion matrix:

• how many true positive?


• how many true negatives?


• how many false positive?


• how many false negatives?

 1

 2

 6

 3
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Exercise: Confusion Matrix

• Confusion matrix: A specific table layout that allows the visualization of 
the performance of an algorithm 


• Given the following confusion matrix:

• how many true positive?


• how many true negatives?


• how many false positive?


• how many false negatives?

 1

 2

 6

 3
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Summarize the Results in Confusion Matrix

• Given the following confusion matrix:

• how many true positive?


• how many true negatives?


• how many false positive?


• how many false negatives?


• what is the accuracy?  1

 2 6

 3
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Classification metrics: Confusion Matrix

• For a multi-class (more than 2) classification problem: 

• the confusion matrix looks like below where each row represents 

instances in an actual class; while each column represents the 
instances in a predicted class
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Regression metrics: Mean Absolute Error (MAE)

• Mean Absolute Error (MAE): the average difference ( absolute difference ie, 
always a positive value ) between the actual and predicted target values
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Regression metrics: Mean Squared Error (MSE)

• Mean Squared Error (MSE): the average squared difference between the actual 
and predicted targets
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Regression metrics: MAE vs. MSE

• Mean Squared Error (MSE): the average squared difference between the actual 
and predicted targets

• Mean Absolute Error (MAE): the average difference ( absolute difference ie, 
always a positive value ) between the actual and predicted target values

• What effect does the squaring have on the error measurements?


• Can you think of any scenarios where it might be better to use MAE over 
MSE or vis versa?
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Regression metrics: R2

• Consider this naive prediction method: “always predict the average target value.” 

• Do you think this is a good predictor algorithm?

• No

• So, we should be able to beat it — if we can't, we're in trouble. However, we can 
use this as a point of comparison. 


• An R2 values of 0 means that you have done no better than the naive strategy 
of predicting the average.
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Interpreting R2

• An R2 values of 0 means that you have done no better than the naive strategy of 
predicting the average.

• Things you should know:

• Usually R2 values fall between 0 and 1


• 1 means you perfectly fit the data


• 0 means you've done no better than average


• Negative numbers mean that the naive model that predicts the average is actually a better predictor--
yours is really bad. 
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Evaluation Metrics for kNN

• Let's see how accurate our kNN model is:

• Start with loading the data and setting up some cross-validation:
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Evaluation Metrics for kNN

• Then, let's bring in our kNN() function--here I'm calling it classify_kNN() 
because it uses mode() to return the prediction which only works for classification



CS 167: Machine Learning

Evaluation Metrics for kNN

• Now, let's write a function classify_all_kNN(test_data, train_data, k)
• goes through each example in the test_data, and gets the prediction using our 

classify_kNN() function


• It will return a pandas Series that has the predictions for each row in test_data


• It should look something like this:
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Evaluation Metrics for kNN

• Next, let's write a function for accuracy that will compare the actual species with the 
predicted species and return the percent we got correct



CS 167: Machine Learning

Evaluation Metrics for kNN

• Now, let's pull it all together and see how our kNN does:
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Evaluation Metrics for kNN

• Next, let's write a function for accuracy that will compare the actual species with the 
predicted species and return the percent we got correct
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Evaluation Metrics for kNN
• You can visualize how the accuracies evolve for various k=[1,3,5, …]



CS 167: Machine Learning

Group Exercise#1: Implement a Regression Metric

Mean Absolute Error (MAE): the average difference ( absolute difference ie, always a 
positive value ) between the actual and predicted target values

• Write a function that takes in two Series and returns the Mean Absolute 
Error (MAE):
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Group Exercise#1: Implement a Regression Metric
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Group Exercise#2: kNN Regression on Vehicle Dataset

• Write the function below:
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Group Exercise#2: kNN Regression on Vehicle Dataset

• Finish the Python code snippet below:


