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Announcements

• Project#2 

• Released and due on 05/12 (Sunday) by 11:59pm 

• Quiz#3 
• Will be released early next week
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Today’s agenda

• Transformers
• Transfer learning is possible

• New type of network architecture

• Transformers Implementation in PyTorch
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Transformers
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Recap: Transformers

• In 2017, a new mechanism is 
introduced for context learning 
called attention mechanism 

• more precisely, self-attention 

• It takes less time to trainadvantage 
• Transfer learning on a new task is 

possibleadvantage 
• In subsequent years, it 

revolutionized the field of AI 

Attention is all you need - NeurIPS’2017

______________________________

https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Recap: Transformers for Language Translation

          Transformer

x1 x2 x3 x4

reza lives in virginia

reza vit en virginie

an input sentence in english

output sentence in French

Language 
translation tasks 
with Transformer
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Recap: Attention Mechanism

reza lives

x1 x2

• Let's find out how to calculate the attention mechanism in a toy example

• Let's calculate attention with first two words of our sentence: “reza lives”

Convert this word 
to an embedding 
vector of length 4

Convert this word 
to an embedding 
vector of length 4

Recall, in our previous 
lecture, we also converted our 
letters or words in our RNN 

experiments.

For example, 
We can use 1-hot 
encoding for x1 

and x2
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reza lives

x1 x2

• It calculates three new matrices Q, K, and V with the help of three weight 
matrices WQ,WK, and WV

Convert this word 
to embedding 
vector of length 4

Convert this word 
to embedding 
vector of length 4

• These three matrices (WQ,WK, and WV) are learned during training

Recap: Attention Mechanism
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• It calculates three new matrices Q, K, and V with the help of three weight 
matrices WQ,WK, and WV

• These three matrices (WQ,WK, and WV) are learned during training

Optimus prime

Bumble Bee

Ironhide

Recap: Attention Mechanism
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• Finally, attention is calculated using Q, K, and V matrices using the 
following equation:

Reference: Illustrated Transformer

Recap: Attention Mechanism

https://jalammar.github.io/illustrated-transformer/
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Attention

Reference: Illustrated Transformer

My hand-notes

My hand-notes

https://jalammar.github.io/illustrated-transformer/
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Transformers

• It has three modules 
• Encoder 

• Decoder 

• MLP layer

Encoder

Decoder

MLP layer

The driving force behind 
transformer 
 is attention mechanism
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Participate in the following Poll

https://forms.gle/TiYmPhxgqf7yMJZS9

https://forms.gle/TiYmPhxgqf7yMJZS9
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Transformers: Encoder

• Lets focus on the encoder to understand what is this attention mechanism

Encoder

The driving force behind 
transformer 
 is attention mechanism
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Transformers: Encoder

• Lets focus on the encoder to understand what is this attention mechanism

A multi-headed 
attention has several 
scaled dot-product 
attention

Encoder

attention  
mechanism

Encoder has a multi-
headed attention

A single scaled dot-
product attention has 
sequential matrix 
matrix multiplications 
in terms of Query (Q), 
Key (K), and Value (V)
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Today’s agenda

• Transformers
• Transfer learning is possible

• New type of network architecture

• Transformers Implementation in PyTorch
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Transformers Implementation in PyTorch

• PyTorch official website has an excellent tutorial demonstrating 
how to train a Transformer for language modeling

Open this notebook: transformer.ipynb

https://colab.research.google.com/github/pytorch/tutorials/blob/gh-pages/_downloads/9cf2d4ead514e661e20d2070c9bf7324/transformer_tutorial.ipynb#scrollTo=-59vMvx08Hky
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Today’s agenda

• Transformers
• Transfer learning is possible

• New type of network architecture

• Transformers Implementation in PyTorch

• Large Language Model (LLM)

• BERT (research; useful for fine-tuning on a new task )

• GPT (commercial)

• ChatGPT (commercial)
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Large Language Models (LLM)

• LLMs are capable of exhibiting human or near-human-like performances in 
solving various natural language processing (NLP) tasks, such as  
• paraphrasing  
• question-answering,  
• translation (e.g., translate a sentence from English to French),  
• text generation  
• sentiment analysis  
• and various others.
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Large Language Models (LLM)

• Popular large language models (LLMs) with their years of inception:  

• GPT (100M learnable parameters, introduced in 2018 by OpenAI) 
• BERT (300M learnable parameters, introduced in 2018) 
• GPT-2 (1.5B learnable parameters, introduced in 2019 by OpenAI) 
• Megatron-LM (8.0B learnable parameters, introduced in 2019 by NVidia) 
• T5 (11.0B learnable parameters, introduced in 2020 by Google) 
• T-NLG (17.0B learnable parameters, introduced in 2020  by Microsoft) 
• GPT-3 (175.0B learnable parameters, introduced in 2020  by OpenAI) 
• ChatGPT (introduced in 2022 by OpenAI)
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LLM: ChatGPT

• ChatGPT
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LLM: ChatGPT

https://knowyourmeme.com/memes/shoggoth-with-smiley-face-artificial-intelligence

• An important component in ChatGPT is its use of Reinforcement 
learning with Human Feedback (RLHF)

https://knowyourmeme.com/memes/shoggoth-with-smiley-face-artificial-intelligence
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LLM: ChatGPT

• Types of Machine Learning: 

• Supervised Learning:  Inferring a function from labeled training data. 
The training data consist of a set of training examples. 

• Unsupervised Learning: Draw inferences from datasets consisting of 
input data without labeled responses to unearth hidden structure in the 
data. 

• Reinforcement learning is the third paradigm of teaching machines with 
different form of labels (a.k.a rewards)
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Reinforcement Learning (RL)

• Reinforcement learning is the third paradigm of teaching machines with 
different form of labels (a.k.a rewards) 
• we observing a rise in general-purpose solutions
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Reinforcement Learning (RL)

• Reinforcement learning is the third paradigm of teaching machines with 
different form of labels (a.k.a rewards) 
• Deep reinforcement learning agents show excellent general learning 

capabilities in virtual worlds
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Reinforcement Learning (RL)

• Reinforcement learning is the third paradigm of teaching machines with 
different form of labels (a.k.a rewards) 
• Hybrid approaches are becoming popular in robotics


