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Recap: LeNet

• LeNet is a simple CNN architecture suitable for well-structured image 
• e.g., 28x28 pixels image of digits from 0 to 9 in MNIST or our Fashion-MNIST dataset 

• Real-world images are much more complicated; pose challenges in 
classification 

• e.g., high resolution images 600x480 pixels image and contents have a lot more diversity
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ImageNet Challenge 2012

• ~14 million labeled images, 20k classes 

• Images gathered from Internet 

• Human labels via Amazon Turk  

• Challenge: 1.2 million training 
images, 1000 classes

[Deng et al. CVPR 2009] 
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Recap: ImageNet Challenge 2012

• AlexNet (Krizhevsky et al.) -- 16.4% error (top-5) 
• Next best (non-convnet) – 26.2% error
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Popular CNN: AlexNet

• Similar framework to LeCun’98 but: 
• Bigger model (7 hidden layers, 650,000 units, 60,000,000 params) 
• More data (106 vs. 103 images) 
• GPU implementation (50x speedup over CPU) 

• Trained on two GPUs for a week 
• Better regularization for training (DropOut)

A. Krizhevsky, I. Sutskever, and G. Hinton, ImageNet Classification with Deep Convolutional Neural Networks, NIPS 2012

http://www.cs.toronto.edu/~fritz/absps/imagenet.pdf
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Popular CNN: VGG

• VGG was the winner of ImageNet (1000-class image 
classification) challenge in 2014  
• proposed by Andrew Zisserman's group in Oxford University

Very Deep Convolutional Networks for Large-Scale Image Recognition - Karen Simonyan and Andrew Zisserman

Input image

https://arxiv.org/abs/1409.1556
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Popular CNN: ResNet

• ResNet was the winner of ImageNet challenge in 2015

Deep Residual Learning for Image Recognition - Kaiming He, Xiangyu Zhang, Shaoqing Ren, Jian Sun

Input image

https://arxiv.org/pdf/1512.03385.pdf
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ImageNet Winners by the Popular CNNs

• AlexNet (2012) —> VGG (2014)—> ResNet (2015)

Error rate went 
down drastically 
every year
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Training a Model

• Training refers to the process of training a model from scratch, often on a 
large and general dataset (e.g., ImageNet for image classification).

A dataset with over 1 million images

A deep neural 
network 
with randomly 
initialized 
weights

Trained model

Feed to 
a model 
for training

Training is 
Complete 

A deep neural 
network 
with learned 
weights

Useless model
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Fine-tuning a Model

• Fine-tuning refers to the process of taking a pre-trained model and further 
training it on a new or specific dataset. The initial model is often trained 
on a large and general dataset, e.g., ImageNet, and fine-tuning adapts the 
model to perform well on a more specific task or dataset.

Feed to 
an already 
trained model

Fine-tuning is 
complete 

A deep neural 
network 
with learned 
weights from 
ImageNet

A dataset with 1500 images

REZA-DATASET

Fine-tuned 
model

A deep neural 
network 
with adapted 
weights from 
REZA-DATASET



CS 167: Machine Learning (Dr Alimoor Reza)

Today’s Agenda

• Training vs. Fine-tuning

• Fine-tuning a popular CNN (eg, AlexNet) using an arbitrary dataset

• Popular CNNs

• LeNet

• VGG

• ResNet

• AlexNet



CS 167: Machine Learning (Dr Alimoor Reza)

Fine-tuning AlexNet on an Arbitrary Dataset

• Let’s use one of the popular CNNs

• LeNet

• VGG

• ResNet

• AlexNet

• Let’s fine-tune AlexNet with a new dataset eg, REZA-DATASET

A dataset with 1500 images

REZA-DATASET
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Existing Dataset in PyTorch

• Notice these are some of the datasets provided by PyTorch.
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Fine-tuning AlexNet on an Arbitrary Dataset

• Download the following dataset and put it into your Google Drive

https://analytics.drake.edu/~reza/teaching/cs167_sp24/dataset/bcdp_v1.zip

https://analytics.drake.edu/~reza/teaching/cs167_fall23/dataset/bcdp_v1.zip
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Fine-tuning AlexNet on an Arbitrary Dataset

• This is a random dataset of images, unlike the datasets provided by PyTorch.
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Fine-tuning AlexNet on an Arbitrary Dataset

• This dataset is organized into 'train' and 'test' folders as follows:
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Fine-tuning AlexNet on an Arbitrary Dataset

• Each folder (‘train' and ‘test) contains a set of images that will be 
used by our model during fine-tuning and testing, respectively



CS 167: Machine Learning (Dr Alimoor Reza)

• If we need to use PyTorch’s existing datasets, we can use the following 
module from PyTorch to easily download and prepare the data loader for 
training and testing.

Existing Dataset in PyTorch

• This is what we used in our previous experiment when training our own 
CNN from scratch using the CIFAR-10 dataset or Fashion-MNIST dataset.
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• Instead, when we need to use an arbitrary dataset, we can use the 
following module from PyTorch to prepare the data loader for training 
and testing.

Using Arbitrary Dataset
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Loading a Pre-trained AlexNet Model in PyTorch

• Import a pre-trained instance of AlexNet inside our Network class and make 
any other necessary changes as follows:
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Fine-tuning AlexNet on an Arbitrary Dataset

• Go to Blackboard and follow the notebook as shown below:


