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Md Alimoor Reza
• Assistant Professor of Computer Science, Dept. of Mathematics 

and Computer Science, Drake University
• Office: 323 Collier-Scripps
• Email: md.reza@drake.edu
• Phone: 515-271-1972
• Office hours: Mon/Wed: 1:00-3:30pm CDT

                additionally by appointment
      Zoom link
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Contacting

• I am here to help! To get a reply as quickly 
as possible: 

• For questions about the class, assignments, personal matters, etc: 
email md.reza@drake.edu
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Course mechanics

• Syllabus, schedule, assignments, announcements, 
etc. on Drake Blackboard 
• https://drake.blackboard.com 
• Syllabus link 

• Class meeting times and locations:
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Course mechanics
•Office hour times and location:
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Course mechanics
• Textbook: 
•We will not follow any 
particular textbook 

•Optional chapter reading 
will be assigned from: 

Probabilistic Machine 
Learning: An Introduction  

- Kevin P. Murphy (2022)
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Grading and Requirement 

• Notebook assignments (40%): In-class and take home 
assignments 

• Quizzes (30%): 3 quizzes, 10% each 

• Projects (20%): 2 projects, each worth 10% of final grade 

• Attendance/Participation (10%): Participation in polls, 
not based on correctness, physical attendance during lecture time
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Grading and Requirement 

• Notebook assignments (40%): In-class and take home 
assignments.
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Grading and Requirement 

• Quizzes (30%): 3 quizzes, 10% each
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Grading and Requirement 

• Projects (20%): 2 projects, each worth 10% of final grade
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Grading and Requirement 

• Attendance/Participation (10%): Participation in polls, 
not based on correctness
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Grading Scale 

• The tentative grading scale for this course 
would be as follows:
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Course overview
• Brush up on necessary programming tools and 

libraries 
– Python basics, Pandas library, PyTorch, GitHub, 

Google Colab, … 

• Classical Machine Learning 
– K-nearest-neighbors (k-NN) 
– decision trees 
– random forests (RF) 
– support vector machines (SVM) 
– perceptrons

CS 167: Machine Learning



Course overview

• Deep Machine Learning 
– Artificial neural networks  
– Convolutional Neural Network (CNN) 
– Recurrent Neural Network (RNN) 
– Long Short-Term Memory (LSTM) 
– Generative Adversarial Networks (GAN) 
– Transformers 

• Applications 
– Computer vision, natural language processing, 

robotics, audio/speech analysis
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Why take this class?

• Learn a lot about Machine Learning 
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Robotics

Knowledge representation 
and learning

Computer Vision

Biologically-inspired 
computing

Natural Language 
Processing 

Game theory

Advanced 
Topics in ML

CS167Probabilistic AI

Why take this class?
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Careers in ML/AI

• ‘Pure’ ML/AI 
– Academia, industry labs 

• Applied ML/AI 
– Almost any area of CS 
– NLP, vision, robotics 
– Economics 

• Cognitive Science

18

CS 167: Machine Learning



Prerequisites

• CS 66: Introduction to Computer Science II 
• Practically, this means: 

• Proficiency in a general-purpose programming language 

• Some level of mathematical maturity will be helpful, esp. with 
calculus, linear algebra, statistics 

• Willingness to learn some programming and/or math on your own 
if necessary
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Blackboard Tour
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Participation Cards
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Participation Cards

• It is a goal of mine to make my classrooms as inclusive and 
equitable as possible. Towards this goal, we will be using 
participation cards. 

• How it's going to work: 
• Today, in class, we're going to make participation cards 
• At the start of class, I'll shuffle and draw a card. The 

person whose name is on that card becomes the card 
bearer for the day. 

• The card bearer is responsible for flipping cards and 
calling out the person whose name is on the card when I 
ask them to.
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Participation Cards

• If your name is called out by the card bearer you have a few 
options: 

1. Answer the question 
2. Ask what the question was (you'll be surprised how often, 

even I, forget what the question was). 
3. Say 'Pass', or 'I'm not sure’ 
4. Ask for a group 'huddle', where you can talk to your 

neighbors for a solution. 

• Participation cards are a solution to help the class participation 
be more equitable. They're not meant to induce anxiety, and I 
hope you'll find I use them in a way that is more fun than 
anxiety inducing.
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Task: Posted on Blackboard
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Introduction to Machine 
Learning

CS 167: Machine Learning



• Imagine we want to classify which image depicts a specific 
dog we want to identify 

• Our training data might look something like this:

An Example: Classifying my dog
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• Then, when we have some new pictures of my dogs, the idea 
is that we can make a prediction based on previous data as 
to whether it is Zoey or Ace in the photo.

An Example: Classifying my dog
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• Use the poll link to answer this question

Another Example: What species 
of Iris is this?
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https://forms.gle/E434tixmnU1iR2LY6


• We are going to learn about a lot of different types of 
machine learning in CS167. Here are a few categories to look 
out for: 

• classification: identify which category it goes in, eg, ‘Spam or ham?’, ’Eric or Tim?’, ‘Fish, 
amphibian, reptile, bird, or mammal’ 

• regression: real-valued labels eg, price of Bitcoin, tomorrow's temperature, etc. 

• supervised learning: data has labels, goal is to predict the labels of new 
instance 

• unsupervised learning: data does not have a label, the goal is to analyze/
cluster the examples 

• other issues: missing data, sequential data, outlier anomaly detection, and 
many more

Machine Learning Variations
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• Group Exercise: 
• Take 2 minutes to talk to your neighbors about the 

following: 
• Come up with as many examples as you can of ways you interact 

with machine learning on a day-to-day basis. 
• Submit your answers to Google Form

Group Exercise
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https://forms.gle/cgh5eorMeDXnYHFj9


ML interactions


