
Semi-automatic Annotation for Semantic Segmentation: A Case Study for Underwater 
Image Segmentation 


Sameer Chaudhary and Md Alimoor Reza 

Drake University 

• Semantic segmentation is a dense image prediction task where the goal is to 
label different parts of an image from a set of predefined set of object categories 
e.g., table, chair, floor (indoor) or sky, car (outdoor)


• Semantic segmentation has applications in underwater environment exploration, 
autonomous driving, virtual reality, etc.


• Effective solution for semantic segmentation has two requirements:

1.  Deep Neural Network (DNN) models — CNNs or Transformer models

2. Collecting a significant number of images along with dense pixel-wise 
annotations. These annotated images are used for training the DNNs

• Existing annotation [1] is i) time consuming, ii) laborious, and iii) costly 

• We proposed a semi-automatic algorithm that can annotate every pixel in an 
image. It only requires entering the name of a segment (vs. laborious manual 
marking of a region using existing tool [1])


• Our algorithm mitigates some of the limitations of manual annotations — less 
time-consuming, less labor-intensive, and less costly


• At the core of our algorithm, we have a powerful segment mask generation 
method called “Segment Anything Model (SAM)” [5]. It can be thought of as a 
general-purpose segmentation mask generation model — a large language 
model (LLaMa) equivalent such as ChatGPT. SAM is promotable and has a 
superior zero-shot performance on a new image distribution


• Our methodological pipeline is shown below:

• We collected images for 24 new animal categories as shown below. It will 
complement the existing underwater segmentation dataset introduced in [4]

input image semi-automatic annotation input image semi-automatic annotation

input image semi-automatic annotation
input image semi-automatic annotation

• U2Net [2] can generate segmentation masks but has several limitations:

• fails to detect all foreground objects

• merges multiple foregrounds
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• The semi-automatically annotated images will be used to train DNN semantic 
segmentation models [3][4]


• Apply our semi-automatic annotation method on other datasets
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