
Motivation
• The goal of monocular depth estimation (MDE) is to 

predict pixel-wise depth from just a single input 
image. It has useful applications in autonomous 
driving, augmented reality, sensor fusion, etc [1]

• These MDE models could be cheap software 
alternatives to their more expensive  hardware 
counterparts, such as LiDAR sensors. 

• MDE models are effective when a large amount of 
ground truth data are available for training [3]. 
Collecting ground truth depth data for natural 
images is expensive. 

• Studying the problem of monocular depth 
estimation from the perspective of training deep 
MDE models using synthetic data.
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• Using the Carla Simulator, we 
generated data for training 
PixelFormer Model [2]

• Each row denotes a sequence of 
RGB and depth pairs for a 
particular scene. A combinations 
of these scenes will be used to 
train the depth estimation model

• Train several depth estimation models using PixelFormer [2] on combinations of 
natural and synthetic data.

•  Conduct experiments on the public benchmark KITTI[5][6] to assess effectiveness of 
the trained models using our synthetic dataset.
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• Created an extensive collection of synthetic pairs of 
images and their rendered depth images using a 
publicly available simulator called CARLA — a testbed 
for autonomous driving research [4].

• Identified different attributes for scene rendering (as 
shown in Results section).

• Depth and RGB pairs are rendered using a python 
script using CARLA simulator [4]. RGB
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Figure: Transformer-based deep neural network architecture of PixelFormer [2] for monocular depth estimation
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